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Chapter 9: Conclusion 
 
Techniques for comparing IVD measurement procedures and quantifying differences between them are 
described in this guideline. It starts with preparing for and performing studies for collecting the needed 
data. Examples of difference plots and scatterplots are provided as ways to visualize this comparison data. 
Measurements of bias based on difference plots can be used by laboratories for verification studies but 
regression analyses based on scatter plots are necessary for quantification of differences by IVD 
manufacturers. Such regression analyses are extensively covered including which techniques to use 
depending upon data characteristics revealed by data visualization. The fit of the selected regression model 
can then be used to determine bias at result values corresponding to medical decision thresholds. Various 
situations are described for using these techniques within a measurement procedure. Finally, once 
differences have been determined, suggestions are made for stating the outcome of the measurement 
procedure comparison. 
 
Chapter 10: Supplemental Information 
 

This chapter includes: 
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Appendix A. Deming Regression 
 
Abbreviation for Appendix A 
 
SD standard deviation 
 
With measurement errors in both measurement procedures being compared, the linear model describing the 
relationship between the measurement procedure results X and Y can be expressed as: 
 � � � � ��� � ��� � ��, 
 
in which: 
 
a, b  = intercept and slope of the linear model, and ��, 	��  = random errors in the X and Y measurement procedures. 
 
Equation (A1) parameters (a, b) can be estimated with data using regular Deming regression under the 
following assumptions: the random errors ��,	��	are independent (across the measurement procedures, 
specimens, and replicates) and normally distributed with zero averages and constant, measurand-level–
independent SDs, �����, �����. 
 
The SDs, �����, �����, of the random errors are practically constant for measurement procedures with 
small analytical measuring intervals of the measurand, such as electrolytes. In other cases, the SDs of random 
measurement errors are often approximately proportional to the measurand level over a large proportion of 
the measuring interval. In such cases, constant coefficient of variation Deming analysis is more appropriate, 
as described in Appendix B. 
 
The information on the SDs of the random errors of measurements’ approximate constancy or proportionality 
to the measurand level is often available from the manufacturers’ specifications. When such information is 
not available, it can be obtained by calculating the SDs of the replicated results of measurements for the 
tested samples, plotting those vs respective replicate averages, and visually examining the graph. The SDs, �������, �������, of the replicate measurements are calculated for each sample using the following 
equations (assuming the same number of replicates, R, for each measurement procedure, X and Y, and each 
of the N samples tested): 
 ������� � � ����∑ ����	 � ��������� , and 
 ������� � � ����∑ ���� � ��������� , 
 
in which: 
 
i = sample number; i = 1, 2,…, N, and 
j, k = replicate number; j, k = 1, 2,…, R. 
 

(A1)

(A2)

(A3)
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Appendix A. (Continued) 
 
In the calculations below,	��� ,��� 	are the replicate averages when the SDs of the random measurement errors 
are approximately constant, and they are the averages of the logarithms of replicate measurement results 
when the SDs are approximately proportional to the measurand level. The replicate averages for these 
measurement results obtained with the ith sample (i = 1, 2, …, N) are calculated as: 
 ��� � 1������

���  

 ��� � 1������
���  

 
Equation (A1) can be rewritten for the replicate averages as: 
 ��� � � � ����� � ��� � ��, 
 
in which ��, �� are random errors of the replicate averages. 
 
Regular Deming regression provides unbiased minimum variance estimates of the equation A6 parameters 
(a, b)1 with modified notation; equation for b assumes positive ������ , which is the case with medical 
laboratory measurement procedures: 
 

� � �����	 � ������� �������� � ������	� �� � �����������������  
 � � �� � ��� 
 
The parameters used in equations (A7) and (A8) are calculated using formulas (A9) to (A14). 
 ����� � 1�������

��� � ����	 
 ����� � 1�������

��� � ����	 
 ������ � 1�������

��� � ������� � ���	 
  

(A4)

(A5)

(A6)

(A7)

(A8)

(A9)

(A10)

(A11)
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Appendix A. (Continued) 
 �� � 1������

���  

 �� � 1�����
���  

 �� � ���������������� 
 
in which: 
 
N  =  number of samples used for fitting model (A3). ��,��  = averages across measurement results obtained with X and Y measurement 

 procedures with samples (grand averages). �����, �����, ������  = average squares and average cross-product of the deviations of the replicate 
 averages of results of measurement obtained with the X and Y measurement 
 procedures from the respective grand averages. �� = ratio of the variances of random errors of the two measurement procedures (within-
 run or repeatability when data are collected in a single run). 

 
The constant, measurand-level–independent, random error variance estimates, �������, �������, are 
calculated as follows2 (the equations are modified for the same numbers of replicates, R, for both 
measurement procedures, X and Y, and each of N specimens): 
 ������� � 1��� � 1��������

���
�
��� � ����� 

 ������� � 1��� � 1��������
���

�
��� � ����� 

 
Each of the above variances has N(R  1) degrees of freedom.  
 
The variances of the averages of R replicate results of measurement are R times smaller than the variances 
of the individual results given in equations (A15) and (A16): 
 
 
  

(A12)

(A13)

(A14)

(A15)

(A16)
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Appendix A. (Continued) 
 �������� � 1���� � 1��������

���
�
��� � ����� 

 �������� � 1���� � 1��������
���

�
��� � ����� 

 
The equations for the estimates of the variances of the intercept, ���, and slope, ���, and their covariance, ��� , in Deming regression (large sample size approximation) are as follows (modified from Miller)1: 
 ���� � 1� ������ � �������� � ������� � ����������� ����������� � ������� �� 
 ���� � ���������� ����������� � ������� � 
 ���� � � ������������ ����������� � ������� ) 
 
Assuming the ��s follow a normal (gaussian) distribution, the above variances have N − 2 degrees of 
freedom, and the  confidence intervals for the slope and intercept are: 
 � � ��� � �,1 � ������ , and  
 � � ��� � �,1 � ������ , 
 
in which ��, ��  = SDs of the intercept and slope estimates found as square roots of the respective variances 
in equations (A19) and (A20). 
 � �� � �,1 � ��� � 1���1 � �� percentile of the t-distribution with N − 2 degrees of freedom. 
 
The estimates of the intercept and slope are correlated. Using the variances and the covariance of the 
estimates allows for obtaining the joint elliptical confidence region for these parameters. Description of the 
method of obtaining the joint confidence region is beyond the scope of this guideline. 
 
The predicted bias ���� at a given medical decision level ��	is: 
 ��� � � � �� � 1��� 
 

  

)%1(100 

(A17)

(A18)

(A19)

(A20)

(A21)

(A22)

(A23)

(A24)
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Appendix A. (Continued) 
 
The standard error for the bias can be calculated from the variances of intercept and slope, and their 
covariance (equations A19, A20, A21) as follows: ��୧�ୱ � ����� � ������� � ������� 
 
The use of the above formulas for calculating ��� and ���  are not appropriate when the large sample 
approximation and other conditions mentioned in Miller are not satisfied.1 The jackknife approach provided 
in Appendix K1 can be implemented under less restrictive conditions and is recommended in general 
situations. The bootstrap, repeatedly collecting N samples with replacement from the original samples, also 
provides a similarly less restrictive methodology to compute the standard errors.3 
 
References for Appendix A 
 
1 Miller RG Jr. Beyond ANOVA, Basics of Applied Statistics. New York, NY: Wiley; 1986:220-230. 
 
2 Kendall M, Stuart A. The Advanced Theory of Statistics, Volume 2: Inference and Relationship. 4th ed. 

London, England: Griffin; 1979:406-407. 
 
3 Davison AC, Hinkley DV. Bootstrap Methods and their Application. Cambridge, UK: Cambridge 

University Press; 1997. 
  

(A25)
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Appendix B. Weighted Deming Regression 
 
Abbreviations for Appendix B 
 
CV coefficient of variation 
SD standard deviation 
 
For measurement procedures with extremely wide measuring intervals, the analytical SD is seldom constant. 
Rather, a proportional relationship might apply. In a situation in which proportional analytical errors for the 
measurement procedures are compared, the optimal approach is a weighted form of Deming regression 
analysis that takes into account the relationship between random error and measurand concentration. For a 
given sample measured by two analytical measurement procedures, X and Y: 
 �� � �������� � ��� 
 �� � �������� � ��� 
 �������� � ߙ �  ��������ߚ
 ��  and �� are the measured values, �������� and ��������  are the corresponding target values, ���  and ��� are the random analytical error terms of the measurement procedures X and Y, α is the regression 
intercept, and β is the regression slope. The analytical SDs are assumed to be proportional to the target values 
(CV): 
 �� � ����������	and	�� � ���������� 
 
Given a proportional relationship for the random errors, a weighted procedure assigns larger weights to 
measurements in the low range; the low-range measurements are more precise than measurements at higher 
concentrations that are subject to larger random errors. More specifically, distances from ��� , ��� to the line 
are inversely weighted according to the squared analytical SDs (variances) at a given concentration that 
express the random error. The regression line is then estimated so that the sum of squared weighted differences 
is minimized. The regression procedure is most conveniently performed using dedicated software. The 
principle of the computations is outlined below. Weighted averages, weighted sums of squares, and a weighted 
cross product are computed: 
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(B1)

(B2)

(B3)

(B4) 

(B5, B6)

(B7)
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Appendix B. (Continued) 
 �� ��������

��� � ����� 

 �� ��������
��� � ������� � ���� 

 
The slope and intercept are estimated as1,2: 
 � � ���� � ��� � ���� � ����� � ���������  

 �� � ��� � ���� 
 
The weights are obtained by an iterative approach: 
 �� � X�������� � ����������1 � � , and 

 �� � 1���������, 
 
in which ��  estimates the true concentration of target i, and h is the fitted variance model (see 
Appendix J) of the variance. In Linnet’s original proposal of constant CV, ����� � �� ,1 
 �� � 1�X�������� � ����������1 � � ��, 
 
but other variance models can be used when appropriate.1,2 It is here presumed that the ratio  between the 
squared SDs (variances) for the random error components is constant throughout the measuring interval. 
 � � ��� ���� � �a����� �a������  
 
 can be based on the analytical CVs obtained from quality control results, for example. Otherwise,  can, as 
default, be assigned the value 1. Without any knowledge of the ratio, for some purposes, the ratio can be 
varied to assess the sensitivity of the Deming regression to its value. 
 
  

(B8)

(B9)

(B10)

(B11)

(B12) 

(B14) 

(B15) 

(B13) 
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Appendix B. (Continued) 
 
Bias at medical decision level(s) is calculated based on the estimates of slope and intercept. The jackknife 
approach provided in Appendix K1 can be used to calculate standard errors of regression parameters and SE 
of bias. 
 
References for Appendix B 
 
1 Linnet K. Estimation of the linear relationship between the measurements of two methods with 

proportional errors. Stat Med. 1990;9(12):1463-1473. 
 
2 Linnet K. Evaluation of regression procedures for methods comparison studies. Clin Chem. 

1993;39(3):424-432. 
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